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Abstract— In this paper, we introduce a method to uncover
Global Navigation Satellite System (GNSS) spoofing by directly
decomposing the Complex Cross Ambiguity Function (CCAF) into
its authentic and counterfeit components. We demonstrate the im-
portance of using complex cross ambiguity measurements compared
to the magnitude-only approaches utilized in prior work on spoofing
detection. We also introduce a CCAF error decorrelation method
to mitigate the influence of thermal noise. The detector can identify
spoofing in the presence of multipath and when the spoofing signal
is power-matched with offsets in code delay and Doppler frequency
that are close to the authentic signal.

Index Terms— GNSS spoofing detection, cross ambiguity func-
tion, particle swarm decomposition, aviation safety, navigation
integrity, PNT resilience.

Manuscript received July 18, 2024; revised XXXXX 00, 0000; accepted
XXXXX 00, 0000.
“This work was supported in part by the Federal Aviation Admin-
istration (FAA) under MOA 693KA8-21-T-00027 and the Center for
Assured and Resilient Navigation in Advanced TransportatION Systems
(CARNATIONS) under the US Department of Transportation (US-
DOT)’s University Transportation Center (UTC) program under Grant
69A3552348324.” (Corresponding author: Sahil Ahmed).

Sahil Ahmed, Samer Khanfseh and Boris Pervan are with the
Illinois Institute of Technology Chicago, IL 60616 USA. E-mail:
(sahmed53@hawk.iit.edu, khansam1@iit.edu, pervan@iit.edu).

0018-9251 © 2024 IEEE

I. INTRODUCTION

Global Navigation Satellite Systems (GNSS) are uti-
lized for positioning, navigation, and timing (PNT) ser-
vices worldwide, with applications spanning aviation,
automated vehicle systems, telecommunications, finance,
and energy systems. However, GNSS signals are suscep-
tible to radio frequency interference (RFI), including jam-
ming and spoofing attacks. Jamming can disrupt access
to GNSS services, while spoofing can create inaccurate
positioning and timing estimates, which in transportation
applications can lead to dangerous results. The nomencla-
ture for RFI threats, both jamming and spoofing, has been
categorized into various levels according their severity
and sophistication in [1]. This paper focuses on detect-
ing targeted spoofing attacks wherein a malicious actor
manipulates the victim’s position and/or time solution
by broadcasting counterfeit GNSS signals [1], [2]. We
address the most challenging scenario where the attacker
tracks the target to initially align the spoofed signal
closely with the authentic one to avoid easy detection.

Different methods have been proposed to detect spoof-
ing, such as: received power monitoring, which monitors
the response of automatic gain control (AGC) [3] to detect
when an overpowered spoofing signal is broadcast; signal
quality monitoring (SQM) [4], which tracks the distortion
of the autocorrelation function; Receiver Autonomous In-
tegrity Monitoring (RAIM) checks on inconsistent sets of
five or more pseudoranges to allow the receiver to detect
spoofing with one or (sometimes) more false signals [5];
signal direction of arrival (DoA) estimation techniques
using directional antennas, or moving antennas, in a
specified pattern to observe if all satellite signals are
broadcast from the same direction [6]; inertial navigation
system (INS) aiding [7], which is based on position
deviation monitoring; authenticated signal architectures,
which propose to verify the incoming signals with a
public key [8]; machine learning approaches [9]; and
others [10]. Each of these methods has its own advantages
and drawbacks.

Received power monitoring and Signal Quality Moni-
toring (SQM) can easily detect simple spoofing scenarios.
However, sophisticated spoofers can adjust the power of
their signals to closely match legitimate signals and create
signals with minimal distortion, making detection diffi-
cult for these methods. Receiver Autonomous Integrity
Monitoring (RAIM) can be used only if one or two
satellite signals are compromised, but if all signals are
spoofed, RAIM will not be able to detect spoofing. Signal
Direction of Arrival (DoA) estimation requires specialized
directional or moving antennas, which increases system
complexity and cost. These antennas are also limited by
form factor restrictions of the GNSS application. INS
systems are prone to drift over time, which can affect the
accuracy of spoofing detection and are also subject to the
quality of INS and the duration of the spoofing scenario.
Adding INS to GNSS receivers also increases both the
cost and complexity of the system. Authenticated signal
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architectures require significant changes to existing GNSS
infrastructure to support signal authentication, meaning
new signal structures have to be designed with back-
ward compatibility to support existing receivers. Machine
learning approaches require large amounts of training
data to be effective, which can be challenging to obtain.
Additionally, machine learning models will struggle to
adapt to new spoofing techniques not present in the
training data.

Methods for spoofing detection based on Cross Ambi-
guity Function (CAF) monitoring have also been recently
investigated [9] [11]. Notably, they exploit only the mag-
nitude of the full Complex CAF (CCAF). A sampled sig-
nal can be represented in the form of a complex number,
I (in-phase) and Q (quadrature), as a function of code
delay and Doppler offset. In existing CAF monitoring
concepts, a receiver performs a two-dimensional sweep to
calculate the CAF by correlating the received signal with
a locally generated carrier modulated by pseudorandom
code for different possible code delay and Doppler pairs.
Spoofing is detectable when two peaks are distinguishable
in the CAF measurement space. This could happen, for
example, if a power-matched spoofed signal does not
accurately align the Doppler and code delay with the
authentic received signal. In practice, detection using the
CAF is not reliable under multipath or if the spoofed
signals are close to the authentic ones. In our work, we
instead exploit the full CCAF.

We can decompose a CCAF made up of N contribut-
ing signals by minimizing a least-squares cost function
[12], [13]. Because the optimization problem is non-
convex, we implement a Particle Swarm Optimization
(PSO) algorithm to find the global minimum. The algo-
rithm can decompose the received combination of GNSS
signals for a given satellite (e.g., authentic, spoofed, and
multipath) into its respective defining parameters: signal
amplitudes, Doppler frequencies, code delays, and carrier
phases. To minimize the impact of thermal noise in the
CCAF decomposition, we set the pre-detection integration
time to the upper boundary limit imposed by the bit
length of modulated data on the GNSS signal, and we
explicitly account for the correlation of thermal noise
across the code delay and Doppler measurement space
[14]. A similar concept is used in the multipath estimating
delay lock loop (MEDLL) described in [15]; however, it
uses only the real part of the signal, does not account
measurement correlation and cannot deal with spoofing.

Achieving precise carrier phase matching between
signals will be extremely difficult for the spoofer in
real-world scenarios. We exploit this weakness with the
CCAF through the direct use of both the in-phase (real)
and quadrature (imaginary) components of the signal.
After decomposition of the signal for a given satellite
we have three extracted code delays and carrier phases
corresponding to the authentic, spoofed, and multipath
components.

It is worth noting that while the decomposed CCAF
provides the means to detect spoofing, it does not by itself

provide a way to identify which signal is authentic and
which is spoofed. However, this can partially be addressed
by generating least-squares position estimates using all
combinations of the decomposed code delays and carrier
phases for all the satellites currently being tracked. Out
of all the combination sets, only two will be consistent
in a RAIM sense: when all the authentic signals from
each satellite are grouped together in one set, and all
the spoofed signals from each satellite are together in
another. The multipath code delays and carrier phases
would not be self-consistent across the satellite channels.
The process is termed “Inverse RAIM” because the au-
thentic/spoofed signal grouping is based on observing an
extra set “passing” the RAIM test [13]. Integrating an
inertial measurement unit (IMU) and/or receiver clock
dynamic models can further enable identification and
rejection of the spoofed signals and continuous tracking
of the authentic ones [16].

In this paper, we focus specifically on the method to
decompose the CCAF into its component signals (authen-
tic, spoofed, and multipath). In doing so, we show that the
effects of code cross-correlation are small relative to those
due to thermal noise. Then, to account for and mitigate
the effects of the latter, we introduce a new CCAF error
decorrelation method. Spoofing detection/resistance per-
formance is then validated against carefully constructed
spoofing scenarios. Post-decomposition monitor actions
are outside the scope of this paper, but interested readers
can refer to [16] for details on some of the ideas briefly
noted in the previous paragraph.

The remainder of this paper is organized as follows:
Section II provides background on the CCAF and its
computation, Section III describes CCAF measurement
errors, Section IV develops the targeted spoofing scenario,
Section V explains the CCAF decomposition method-
ology, Section VI details the CCAF error decorrelation
method, Section VII provides a covariance analysis pre-
dicting improved performance using decorrelated CCAF
measurements compared to correlated CCAF measure-
ments, Section VIII presents actual CCAF decomposition
results for both correlated and decorrelated measurements,
and Section IX summarizes the work.

II. COMPLEX CROSS AMBIGUITY FUNCTION

The CCAF measurement space discretely spans code
delay (τ̄) and Doppler frequency (f̄D). The CCAF itself
can be expressed in as an m× n complex matrix

CCAF =
I11 + jQ11 I12 + jQ12 · · · I1n + jQ1n

I21 + jQ21 I22 + jQ22 · · · I2n + jQ2n

...
...

...
...

Im1 + jQm1 Im2 + jQm2 · · · Imn + jQmn

 ,

(1)

where the in-phase and quadrature components represent
the real and imaginary parts of the signal, respectively,
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and the Doppler frequency (f̄D) varies from rows 1 to m
and the code delay (τ̄) from columns 1 to n. The . The
upper limit on the code delay dimension is the length of
the code itself, and the Doppler frequency is well within
±5000 Hz. The in-phase I and quadrature Q components
of an uncorrupted signal (i.e., no spoofing, multipath, or
thermal noise) with code delay (τ), Doppler (fD), carrier
phase θ, and amplitude

√
C are shown in Equations (2)

and (3) and combined in the complex representation in
(4).

I
(√

C, τ, fD, θ; τ̄,f̄D, θ̄
)

=

√
C

T

∫ T

0

c(t− τ)c(t− τ̄)

· cos
(
2π
(
fD − f̄D

)
t+ θ − θ̄

)
dt

(2)

Q
(√

C, τ, fD, θ; τ̄,f̄D, θ̄
)

=

√
C

T

∫ T

0

c(t− τ)c(t− τ̄)

· sin
(
2π
(
fD − f̄D

)
t+ θ − θ̄

)
dt

(3)

S = I + iQ (4)

To limit the size of the measurement data, we constrain
the carrier phase measurement space to θ̄ = 0. However,
as we will demonstrate later, this does not prevent accu-
rate estimation of the true phase θ. For Global Positioning
System (GPS) signals, the integration time T can range
from 1 to 20 milliseconds, with the upper limit set to
avoid integration across boundaries of a GPS data bit.
Integration is performed to reduce the effects of thermal
noise. Without data modulation (e.g., a pilot signal) longer
coherent integration times may also be limited by satellite
and receiver oscillator (clock) phase noise and receiver
motion. Performing the integrals in Equations (2) and (3),
Equation (4) can be expressed as (5)

S
(√

C, τ, fD, θ; τ̄ , f̄D, θ̄
)

=
√
CR(τ − τ̄) sinc (π (fD −f̄D

)
T
)

· exp
(
iπ
((
fD − f̄D

)
T + θ − θ̄)),

(5)

where

R(ξ) =


ξ
Tc

+ 1 −Tc < ξ < 0
−ξ
Tc

+ 1 0 < ξ < Tc

0 otherwise

(6)

and Tc is the duration of a single code chip. Strictly speak-
ing, Equation (6) is true only for infinite length random
codes. For finite length pseudorandom noise (PRN) codes
like GPS L1 C/A, R(ξ) will vary slightly (and differently
for each satellite) from Equation (6). Figure 1 shows the
actual functions; these will be used in the decompositions
described later.

Fig. 1. The GPS L1 C/A CCAF as a function code delay.

Fig. 2. Magnitude of the GPS L1 C/A CCAF for T = 20 ms as a
function of Doppler offset.

To simplify the notation, we define the amplitude
a ≜

√
C. Summing N component signals (for example,

assuming an authentic satellite signal, a spoofed signal,
and a single multipath signal, N = 3), we have

SN (x | τ̄ , f̄D, θ̄) =

N∑
l=1

alR (τl − τ̄) sinc
(
π
(
fDl

− f̄D
)
T
)

· exp
(
iπ
(
fDl

− f̄D
)
T + (θl − θ̄)

)
,
(7)

where x ≜ (a1, τ1, fD1 , θ1, . . . , aN , τN , fDN
, θN ).

When viewed from the perspective of code delay, the
CCAF is represented by the autocorrelation functions in
Figure 1. From the viewpoint of Doppler frequency, the
magnitude of the CCAF is represented by a sinc function,
as illustrated in Figure 2 for T = 20 ms.

In the absence of spoofing, multipath, thermal noise,
and code cross-correlation effects, the GPS C/A CCAF
measurement space looks like Figure 3, in this case for
measurement spacings of f̄D = 12.5 Hz and τ̄ = 0.02
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Fig. 3. Magnitude (top), in-phase (middle) and quadrature (bottom)
components of the nominal GPS L1 C/A CCAF without thermal noise

or code cross-correlation.

chips. Utilizing a software-defined radio [16] provides
flexibility to arbitrarily adjust Doppler spacing. However,
the spacing of code delays is limited by the sampling
rate of the receiver’s front end. Figure 4 shows the
same no-spoofing, no-multipath case but with code cross-
correlation of 12 satellites and thermal noise (C/N0=
45 dB-Hz) included. The real and imaginary parts of

Fig. 4. Magnitude (top), in-phase (middle) and quadrature (bottom)
component of the nominal GPS L1 C/A CCAF with code

cross-correlation and thermal noise with C/N0 = 45 dB-Hz.

the CCAF measurement space are clearly affected. These
errors will be discussed in detail in the next section.

III. MEASUREMENT ERROR EFFECTS

Multipath occurs when a satellite signal is reflected off
a surface and reaches the receiving antenna. We account
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for the presence of multipath directly as an additional
component signal in the decomposition of the CCAF.
However, the contributions of code cross-correlation and
thermal noise to the CCAF cannot be treated so directly.

The L1 frequency band is used by multiple GPS satel-
lites transmitting simultaneously. The L1 carrier signals
are modulated with the C/A codes using Binary Phase
Shift Keying (BPSK) at a chip rate of 1.023 MHz, with the
code repeating every 1 ms. The C/A codes are designed to
be nearly orthogonal, meaning they have strong autocor-
relation and minimal cross-correlation properties, though
they are not completely orthogonal. GPS receivers track
multiple satellites simultaneously, typically between 6 and
11, depending on the time of day and user location. To
observe the effect of C/A code cross-correlation, Figure
5 shows the magnitude of the CCAF with code cross-
correlation for 6 satellites and for 12 satellites. Comparing
with the uppermost plot of Figure 3, the effects of cross-
correlation are not significant, at least not in the {f̄D, τ̄}
space of interest. (Recall we are interested in addressing
difficult-to-detect scenarios where the code delay and
Doppler frequency of the spoofed signal are close to the
authentic signal’s.)

Fig. 5. Magnitudes of the GPS L1 C/A CCAF for T = 20 ms in
presence of code cross correlation with 6 (top) and 12 (bottom)

satellites.

Thermal noise, inherent in all electronic devices, af-
fects the receiver’s ability to accurately detect and process
the L1 signal. Figure 6 displays the CCAF magnitude,
without code cross-correlation, for C/N0 values of 45 dB-
Hz and 35 dB-Hz. In Figure 7, we combine both code
cross-correlation with 12 satellites and thermal noise,
plotting the CCAF magnitude for C/N0 values of 45 dB-
Hz and 35 dB-Hz. Again, it is evident that code cross-
correlation does not contribute significantly. However,
decreasing C/N0 from 45 dB-Hz to 35 dB-Hz causes a
considerable increase in the noise floor. To minimize the
effects of thermal noise, measurement error decorrelation
(whitening) should be performed before attempting signal
decomposition. Section VI will later describe how to do
this.

Fig. 6. Magnitudes of the GPS L1 C/A CCAF for C/N0 = 45

dB-Hz (top) and C/N0 = 35 dB-Hz (bottom) and T = 20 ms without
code cross-correlation.

IV. SPOOFING

GNSS spoofing techniques consist of broadcasting
counterfeit signals with the goal of taking control of a
GNSS receiver and producing false results for positioning
or timing or both. To avoid easy detection, a sophisticated
spoofing attack would replicate and transmit signals with
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Fig. 7. Magnitudes of the GPS L1 C/A CCAF for C/N0 = 45

dB-Hz (top) and C/N0 = 35 dB-Hz (bottom) and T = 20 ms with
code cross-correlation.

code delays and Dopplers initially very close to the
authentic signals. However, it is very hard to replicate
the carrier phase precisely, and we exploit weakness by
observing both the real and imaginary signal contributions
in CCAF. In the subtle spoofing attack just noted, the
spoofer first generates a signal with nearly the same code
delay and Doppler frequency as the authentic signal, and
then slowly pulls away in code delay, Doppler, or both.

When a spoofed signal is present and the code delays
and Doppler frequencies of the signals are not closely
aligned, two peaks are visible in the magnitude of the
CCAF. A scenario like this is shown in Figure 8 along
with the real and imaginary parts of CCAF. In this case,
existing CAF monitoring approaches can potentially be
effective [10] [11]. However, the two peaks merge if the
code delays and Doppler frequencies are closely aligned,
as illustrated in Figure 9. Here the spoofed and authentic
signals have equal amplitude but differ in code delay (τ)
by 0.2 chips (60 m offset for the GPS C/A Code), Doppler
(fD) by 10 Hz (2 m/s offset for the GPS L1 carrier), and
carrier phase (θ) by 90 degrees.

Fig. 8. Magnitude (top), in-phase (middle) and quadrature (bottom)
components of the spoofed GPS L1 C/A CCAF for C/N0 = 45

dB-Hz and T = 20 ms with code cross-correlation when code delays
and Doppler frequencies of the authentic and spoofed signals are far

apart.

V. CCAF DECOMPOISTION

To decompose the CCAF into its constituents, we
incorporate an optimization algorithm which searches for
the best match of the CCAF measurement space to the
basis functions in Equation (7) – with the correct R(∆τ)
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functions for the individual satellites (cf. Figure 1) – by
adjusting the amplitude, Doppler frequency, code delay,
and carrier phase parameters for each signal. Stacking
the CCAF measurements from the grid space τ̄ , f̄D, the
measurement model can be written as

Fig. 9. Magnitude (top), in-phase (middle) and quadrature (bottom)
components of the spoofed GPS L1 C/A CCAF for C/N0 = 45

dB-Hz and T = 20 ms with code cross-correlation when code delays
and Doppler frequencies of the authentic and spoofed signals are near

each other.

z = SN (x|τ̄ , f̄D) + ν, (8)

where ν is the vector of measurement errors, including
thermal noise and the (smaller) effects of code cross-
correlation. To decompose the N signals, we seek to ob-
tain an estimate of the parameter vector, x̂, that minimizes
the cost function

J = ||z − SN (x̂|τ̄ , f̄D)||2. (9)

Unfortunately, due to the structure of SN , J is non-
convex, and a global minimum cannot be obtained by
standard gradient-based methods. Still, there are variety
of useful techniques designed to deal with such problems.
Here we use Particle Swarm Optimization (PSO) [18],
which is a modern optimization algorithm that works by
randomly generating (with upper and lower bounds) a
population (“swarm”) of candidate solutions (“particles”)
whose iterative movements are informed by local (parti-
cle) and global (swarm) evaluations of the cost function.
The search mechanism of the PSO algorithm is explained
in Appendix A.

The PSO algorithm is applied to minimize the cost
function J in Equation (9). As the measurement vector
z may be comprised of N signals, the parameter vector
x̂ = (â1, τ̂1, f̂D1

, θ̂1, . . . , âN , τ̂N , f̂DN
, θ̂N ) that yields the

best global solution defines our CCAF decomposition.
To demonstrate this, we create an example CCAF

consisting of three signals: authentic, spoofed and multi-
path, denoted by the subscripts 1, 2 and 3, respectively.
The amplitudes of the first two signals are deliberately
closely matched with values of 1 (authentic) and 0.9
(spoofed). The multipath amplitude was set lower at 0.3.
The authentic and spoofed signals differ in code delay
by 0.2 chips and in Doppler by 10 Hz. They are also 180
degrees out of phase with each other. The resulting CCAF
measurement space (magnitude only) is shown in Figure
10. The carrier to noise density ratio C/N0 is set at 55
dB-Hz. Table 1 shows the true parameters (x) alongside
the signal parameters (x̂) estimated by the PSO algorithm.
The output parameters closely match the true parameters.

In next example, the CCAF measurement space in
Figure 11 is composed of two signals but the PSO
algorithm attempts to find three signals. Table 2 shows
the results. The output parameters of the authentic and
spoofed signals are same as the true parameters, and
the third signal’s amplitude is nearly zero, which means
that only the two signals actually present were effectively
extracted.

It is important to clarify that while we only show plots
of the magnitude of the CCAF in the previous two figures
(i.e., the standard CAF) the full complex measurement
space is used in the decomposition. To demonstrate the
importance of using the complex (CCAF) measurements
relative to magnitude only (CAF), we run the same ex-
ample using only the magnitude measurements observed
in Figure 11. The results are in Table 3, showing that
three signals are extracted at roughly equal amplitude,
even though only two signals were actually present.

AHMED ET AL.: UNCOVERING SUBTLE GNSS SPOOFING BY DECOMPOSING THE COMPLEX CROSS AMBIGUITY FUNCTION 7



Fig. 10. Magnitude of the spoofed GPS L1 C/A CCAF for
C/N0 = 55 dB-Hz and T = 20 ms when 3 signals are present in

CCAF measurement space

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 0.99
τ1 4.9 4.89
fD1 495 494.63
θ1 0 6.28

Spoofed

a2 0.9 0.89
τ2 5.1 5.10
fD2 505 505.35
θ2 3.14 3.14

Multipath

a3 0.3 0.31
τ3 4.8 4.80
fD3 490 491.63
θ3 1.57 1.56

Table 1: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 55 dB-Hz and T = 20 ms when 3 signals
are present in CCAF measurement space. The units are a (unitless), τ

(chips), fD (Hz), θ (rad).

Next, we decrease C/N0 to 45 dB-Hz in Figure 12.
The results are presented in Table 4, where the impact
of the increased thermal noise becomes evident as the
estimated parameters deviate from the true values. To help
counteract the adverse effects of thermal noise, we next
introduce a method to decorrelate the measurements (and
modify our cost function) prior to CCAF decomposition.

VI. MEASUREMENT MODELING

We reshape the CCAF as expressed in Equation (8) as
a 2mn×1 measurement vector z with measurement error
due to thermal noise normally distributed as N(0, V σ2):

z ≜ CCAF =
[
I11 Q11 . . . Im1 Qm1

I12 Q12 · · · Im2 Qm2 · · · Imn Qmn

]T
(10)

The measurement error covariance matrix is V σ2, with
V defined in Equation (11) and its components in Equa-
tions (12) through (14). The derivations are provided in
Appendix B. The variance σ2 is a scalar whose value,

Fig. 11. Magnitude of the spoofed GPS L1 C/A CCAF for C/N0 =
55 dB-Hz and T = 20 ms when 2 signals are present in CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.01
τ1 4.9 4.90
fD1 495 495.02
θ1 0 6.26

Spoofed

a2 0.9 0.90
τ2 5.1 5.09
fD2 505 505.09
θ2 3.14 3.09

Multipath

a3 0 0.01
τ3 0 3.52
fD3 0 509.55
θ3 0 6.28

Table 2: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 55 dB-Hz and T = 20 ms when full
CCAF is utilized in cost function with 2 signals present in CCAF

measurement space. The units are a (unitless), τ (chips), fD (Hz), θ
(rad).

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 0.29
τ1 4.9 4.78
fD1 495 482.30
θ1 0 2.16

Spoofed

a2 0.9 0.23
τ2 5.1 4.88
fD2 505 496.90
θ2 3.14 4.62

Multipath

a3 0 0.27
τ3 0 5.26
fD3 0 517.31
θ3 0 6.23

Table 3: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 55 dB-Hz and T = 20 ms when only the

magnitude of CCAF is utilized in the cost function with 2 signals
present in CCAF measurement space. The units are a (unitless), τ

(chips), fD (Hz), θ (rad).

N0/(2TCO), is not relevant to the development that fol-
lows and will be dropped for simplicity in notation. In
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Fig. 12. Magnitude the spoofed GPS L1 C/A CCAF for C/N0 = 45
dB-Hz and T = 20 ms when 2 signals are present in CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 0.89
τ1 4.9 4.88
fD1 495 494.53
θ1 0 6.18

Spoofed

a2 0.9 0.74
τ2 5.1 5.12
fD2 505 507.69
θ2 3.14 2.93

Multipath

a3 0 0.05
τ3 0 6.23
fD3 0 589.94
θ3 0 0

Table 4: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 45 dB-Hz and T = 20 ms with the

correlated measurement’s cost function. The units are a (unitless), τ
(chips), fD (Hz), θ (rad).

this case
Cov(z) = V2mn×2mn =

E



I11I11 I11Q11 I11I21 · · · I11Qmn

Q11I11 Q11Q11 Q11I21 · · · Q11Qmn

I21I11 I21Q11 I21I21 · · · I21Qmn

Q21I11 Q21Q11 Q21I21 · · · Q21Qmn

...
...

...
...

...
QmnI11 QmnI11 QmnI21 · · · QmnQmn

 ,

(11)

E (IijIkl) =

(
1− |τ̄j − τ̄l|

TC

){
sinc

(
2π
(
f̄Di − f̄Dk

)
T
)

+sinc
(
2π
(
f̄Di

+ f̄Dk

)
T
)}

,
(12)

E (QijQkl) =

(
1− |τ̄j − τ̄l|

TC

){
sinc

(
2π
(
f̄Di − f̄Dk

)
T
)

− sinc
(
2π
(
f̄Di

+ f̄Dk

)
T
)}

,
(13)

E (IijQkl) = E (QijIkl) = −
(
1− |τ̄j − τ̄l|

TC

)
· {sinc

(
π
(
f̄Di

− f̄Dk

)
T
)
sin
(
π
(
f̄Di

− f̄Dk

)
T
)

+ sinc
(
π
(
f̄Di

+ f̄Dk

)
T
)
sin
(
π
(
f̄Di

+ f̄Dk

)
T
)
},
(14)

and i and k are the indices of the Doppler frequencies(
f̄D
)
, which vary from 1 to m, and j and l are the indices

of the code delays (τ̄), which vary from 1 to n.
We can write our measurement model in the general

form
z = SN

(
x | τ̄ , f̄D

)
+ v (15)

where
v ∼ N (0, V ) . (16)

Weighting (i.e., ‘whitening’) our measurements, we obtain

z′ = V − 1
2 z = V − 1

2SN

(
x | τ̄ , f̄D

)
+ v′ (17)

where
v′ ∼ N (0, I2mn×2mn) . (18)

The final measurement model is then

z′ = V − 1
2SN

(
x | τ̄ , f̄D

)
+ v′. (19)

To decompose the signal into its constituent elements, we
then seek the parameter vector x̂ to minimize the cost
function

J =
∥∥∥z′ − V − 1

2SN

(
x̂ | τ̄ , f̄D

)∥∥∥2 . (20)

As C/N0 is lowered, the measurement error variance
increases exponentially. In these cases, it is expected
that the accuracy of CCAF decomposition attained by
minimizing Equation (20) using decorrelated measure-
ments should be superior to that obtained by minimizing
the unweighted cost function in Equation (9). This is
investigated further in the next section.

VII. COVARIANCE ANALYSIS

To evaluate the potential performance gain using
decorrelated measurements relative to the raw (corre-
lated) original ones, we use the test scenario with three
component signals (authentic, spoofed, and multipath) in
Table 5. The scenario is the same as the one used in the
previous examples. The code delay discrepancy between
the authentic and spoofed signals is 0.2 chips, and the
difference in Doppler frequency is 10 Hz. Additionally,
there is a phase difference of π radians between the
two signals. The multipath signal has a relatively lower
amplitude compared to the authentic and spoofed signals.

We then linearize Equation (7) referenced to the true
signal parameters to perform covariance analysis. The lin-
earized covariance results will represent best case (lowest
error variance) for estimation of the component signal
parameters–i.e., the Cramer Rao Lower Bound (CRLB).
We varied C/N0 from 30 dB-Hz to 65 dB-Hz at intervals
of 5 dB-Hz. We also perform 500 randomly seeded runs
of the actual nonlinear PSO estimator at each C/N0 to
validate the covariance results.
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In Figure 13, we show the estimate error of the
authentic signal’s amplitude, a1, for both correlated and
decorrelated measurements (depicted in blue), alongside
the 1σ covariance envelope (highlighted in red). As ex-
pected the estimate error increases as C/N0 is lowered.

Signal Parameter x (true)

Satellite

a1 1.0
τ1 4.9
fD1 495
θ1 6.28

Spoofed

a2 0.9
τ2 5.1
fD2 505
θ2 3.14

Multipath

a3 0.3
τ3 4.8
fD3 490
θ3 1.57

Table 5: A table showing the true parameters of the GPS L1 C/A
CCAF used for least squares error estimation. The units are a

(unitless), τ (chips), fD (Hz), θ (rad).

Fig. 13. Authentic amplitude a1 error estimate runs for different
C/N0 (blue) and the 1σ envelope (red) for correlated (top) and

decorrelated (bottom) measurements.

Fig. 14. Authentic code delay τ1 (in chips) error estimate runs for
different C/N0 (blue) and the 1σ envelope (red) for correlated (top)

and decorrelated (bottom) measurements.

The process of whitening the measurements leads to a
reduction in the standard deviation at all values of C/N0.
At C/N0 = 30 dB-Hz the error standard deviation (σ) is
reduced from 0.65 to 0.31 for C/N0 = 30 dB-Hz. For
very high C/N0, there is little difference in performance
between the two methods.

Figure 14 shows the code delay estimate error for the
authentic signal, τ1. As anticipated, the decorrelated code
delay τ1 error is lower than the correlated code delay τ1
error for all values of C/N0. Figures 15 and 16 show
similar results for the estimate errors in the authentic
signal’s Doppler fD1 and carrier phase θ1.

For the decomposed spoofed and multipath signals,
we show the code delay estimate errors, τ2 and τ3, for
the correlated and decorrelated measurements in Figures
17 (τ2) and 18 (τ3). The estimate error for the multipath
signal code delay, τ3, is larger than for τ2 and τ1 (in
Figure 14). This is attributable to the multipath signal’s
lower amplitude, set at 0.3, which makes it more difficult
to detect through the additive noise.

Through the results of the covariance analysis and
the associated randomized simulations, we verify that the
estimate errors for all signal parameters are consistently
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Fig. 15. Authentic Doppler frequency fD1 (in Hz) error estimate
runs for different C/N0 (blue) and the 1σ envelope (red) for

correlated (top) and decorrelated (bottom) measurements.

lower using the decorrelated measurements compared
to the correlated measurements. This conclusion holds
across various other scenarios that we simulated. In the
next section, we will delve deeper into the implications
of these findings.

VIII. RESULTS AND DISCUSSION

In Table 4, we showed the output parameters of
the CCAF with two signals present (no multipath) for
C/N0 = 45 dB-Hz obtained by decomposition using the
correlated measurements and unweighted least-squares
cost function in Equation (9). When we employ instead
the weighted cost function in Equation (20) and the
whitened measurements, we obtain the results in Table 6.
In this case the output parameters are significantly closer
to the true parameters for both the authentic and spoofed
signals. Moreover, the amplitude of the multipath signal
is estimated to be close to zero, correctly indicating that
the CCAF measurement space is composed of only two
signals.

Fig. 16. Authentic carrier phase θ1 (in radians) error estimate runs
for different C/N0 (blue) and the 1σ envelope (red) for correlated

(top) and decorrelated (bottom) measurements.

The main objective of decorrelation is to mitigate
the impact of thermal noise. To assess its effectiveness
at even higher noise levels, we lower the C/N0 to 35
dB-Hz and perform CCAF decomposition for the same
scenario. Figure 19 illustrates the magnitude of the CCAF
measurement space. The output parameters when using
the correlated measurements for C/N0 = 35 dB-Hz are
in Table 7 and those obtained using the decorrelated mea-
surements are in Table 8. It is evident that the parameter
estimates for the authentic and spoofed signals are better
using the decorrelated measurements, but both approaches
yield a third low amplitude signal, likely due to a noise
peak in the CCAF measurement space.

We now re-introduce multipath signals into the CCAF
measurement space, as depicted in Figure 20. Table 9
presents the output parameters obtained using correlated
measurements, while Table 10 displays the those ac-
quired using the decorrelated measurements. Again, the
parameter estimates for the authentic and spoofed signals
are better using the decorrelated measurements, but in
both cases the parameters for the multipath signal are
noticeably off. This suggests that while decorrelation
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Fig. 17. Spoofed code delay τ2 (in chips) error estimate runs for
different C/N0 (blue) and the 1σ envelope (red) for correlated (top)

and decorrelated (bottom) measurements.

improves the estimation accuracy for the authentic and
spoofed signals, it might not be as effective in handling
multipath signals because of their lower amplitude. From
the point of view of spoofing detection, however, this is
likely not a major concern.

Based on these results and those in the Section VII, it
is clear that better performance is achieved through mea-
surement decorrelation. One might legitimately comment
this should have been expected at the outset because,
after all, it is the proper way to deal with correlated
measurements in a least squares estimator. Indeed, we also
understood this at the outset. However, there is the parallel
consideration of computational expense. The covariance
matrix V can be very large, and its construction via Equa-
tions (12)–(14) and the operations required to execute
the matrix square root and inversion in Equation (17)
are not insignificant. For example, for the measurement
space used in the examples so far the number of Doppler
frequencies and code delays was m = 17 and n = 250,
respectively, corresponding to a measurement covariance
matrix of size 2mn× 2mn = 8500× 8500. This points to
one reason why the uncorrelated approach was attempted

Fig. 18. Multipath code delay τ3 (in chips) error estimate runs for
different C/N0 (blue) and the 1σ envelope (red) for correlated (top)

and decorrelated (bottom) measurements.

first; the other being the non-trivial derivation of the
covariance matrix itself (Appendix B).

However, there are several practical avenues to com-
putational relief. First, the measurement space used in
the examples is undoubtedly far larger than necessary
to detect the subtle spoofing events that the CCAF
decomposition method was developed to target. Cases
where the code delays and Dopplers of the authentic and
spoofed signals are very close to each other would hardly
require observations over the range of ±2.5 chips and
±200 Hz. (Large offsets of the spoofing signal relative
to the authentic are easily detectable by other, simpler
monitors.) Second, the matrix V − 1

2 can be computed
offline and stored. The structure of V is defined by the
inputs to Equations (12)–(14), namely ∆τ̄ ≜ τ̄l − τ̄l,
∆f̄D ≜ f̄Di − f̄Dk

, and f̄+
D ≜ f̄Di + f̄Dk

. The upper
and lower limits on the first two can simply be set based
on the limited range of offsets between the authentic and
spoofed signals that the CCAF decomposition algorithm
is intended to support. However, the third, f̄+

D , does
require the additional knowledge of the current authentic
Doppler. This is not difficult to come by, of course, but
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as the stated desire is to have V − 1
2 pre-computed, this

is a problem. Fortunately, it can be addressed in one of
two ways: (1) compute and store multiple instantiations
of V − 1

2 corresponding to different values of the true
Doppler, such that the entire space of interest (e.g., ±5000
Hz) is spanned by the f̄+

D and ∆f̄D values used to produce
the stored matrices, or (2) because the Doppler changes
slowly over time, V − 1

2 can be computed online, but at
a much slower update rate than the monitor’s detection
rate.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.0
τ1 4.9 4.90
fD1 495 495.06
θ1 0 0

Spoofed

a2 0.9 0.86
τ2 5.1 5.1
fD2 505 506.25
θ2 3.14 3.12

Multipath

a3 0 0.06
τ3 0 5.12
fD3 0 479.70
θ3 0 4.33

Table 6: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 45 dB-Hz and T = 20 ms with the

decorrelated (whitened) measurements’ cost function. The units are a
(unitless), τ (chips), fD (Hz), θ (rad).

Yet another option to mitigate the effects of thermal
noise (without decorrelation) is to extend the coherent
integration time T . Normally, the upper limit is imposed
by duration of modulated navigation data bits, 20 ms for
GPS L1 C/A signal. Ignoring this fact for the moment,
we note that in addition to the obvious benefits in noise
suppression, as we increase the coherent integration time,
the sinc function in Figure 2 becomes narrower, with
nulls at 1/T . As a result, the Doppler frequency (fD)
resolution improves because the range of frequencies
decreases. In reality, extended coherent integration times
are also hindered by other factors in addition to unknown
navigation data bits, most notably receiver oscillator phase
noise and receiver motion. In this exercise, however, we
are interested only in investigating the potential improve-
ments in CCAF decomposition performance made possi-
ble by increased integration times. Hence, we assume the
data bits are known, for example having been previously
decoded with no intervening data changeovers, and with
proper clock modelling and motion compensation. Some
methods to do this are described in [18]. In the coming
examples, we use a coherent integration time of T = 100
ms.

In Table 11, we present the output parameters of the
three decomposed signals in comparison with the true
parameters for at C/N0 = 35 dB-Hz. Figure 21 shows
the magnitude of the CCAF of the composite signal and
noise. The output parameter estimates are obtained using
correlated measurements and a coherent integration time
T of 100 milliseconds. The results show that the CCAF

Fig. 19. Magnitude of the spoofed GPS L1 C/A CCAF for C/N0 =
35 dB-Hz and T = 20 ms when 2 signals are present in the CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 0.76
τ1 4.9 4.88
fD1 495 488.13
θ1 0 0.05

Spoofed

a2 0.9 0.65
τ2 5.1 5.17
fD2 505 502.30
θ2 3.14 3.73

Multipath

a3 0 0.43
τ3 0 5.31
fD3 0 473.88
θ3 0 2.79

Table 7: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 20 ms with the

correlated measurements’ cost function. The units are a (unitless), τ
(chips), fD (Hz), θ (rad).

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.09
τ1 4.9 4.88
fD1 495 491.80
θ1 0 0.05

Spoofed

a2 0.9 1.0
τ2 5.1 5.11
fD2 505 507.56
θ2 3.14 2.64

Multipath

a3 0 0.33
τ3 0 5.48
fD3 0 521.36
θ3 0 4.02

Table 8: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 20 ms with the

decorrelated (whitened) measurements’ cost function. The units are a
(unitless), τ (chips), fD (Hz), θ (rad).

decomposition yields better parameter estimates than
those obtained with a 20-millisecond coherent integration
time, even when the measurements are decorrelated. The
improvement is due to the significant reduction in the
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Fig. 20. Magnitude of the spoofed GPS L1 C/A CCAF for C/N0 =
35 dB-Hz and T = 20 ms when 3 signals are present in the CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.06
τ1 4.9 4.86
fD1 495 490.35
θ1 0 0.51

Spoofed

a2 0.9 0.75
τ2 5.1 5.05
fD2 505 505.43
θ2 3.14 3.18

Multipath

a3 0.3 0.19
τ3 4.8 4.60
fD3 490 400.00
θ3 1.57 5.82

Table 9: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 20 ms with the

correlated measurements’ cost function. The units are a (unitless), τ
(chips), fD (Hz), θ (rad).

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.0
τ1 4.9 4.9
fD1 495 497.31
θ1 0 0.47

Spoofed

a2 0.9 1.1
τ2 5.1 5.09
fD2 505 506.81
θ2 3.14 2.83

Multipath

a3 0.3 0.58
τ3 4.8 4.89
fD3 490 498.79
θ3 1.57 5.54

Table 10: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 20 ms with the

decorrelated (whitened) measurements’ cost function. The units are a
(unitless), τ (chips), fD (Hz), θ (rad).

noise floor with the longer integration period at lower
carrier to noise density ratio.

Table 12 shows the results when only two signals
are present (no multipath) but the algorithm is seeking

three, again with C/N0 = 35 dB-Hz. The magnitude
of the CCAF is depicted in Figure 22. Once more, the
output parameter estimates are obtained using correlated
measurements and a coherent integration time T of 100
ms. Notably, the third signal has an estimated amplitude
of zero, indicating the absence of a third signal in the
CCAF measurement space.

These results suggest that the benefits of increasing
the integration interval may be significant enough to
warrant the extra effort needed to address the accom-
panying challenges, namely data bit prediction, motion
compensation, and clock phase noise modeling. The first
of these challenges could be mitigated by using GNSS
pilot signals, such as L1C and L5 for GPS, but the
remaining two would still need to be addressed [19].

Fig. 21. Magnitude of the spoofed GPS L1 C/A CCAF for C/N0 =
35 dB-Hz and T = 100 ms when 3 signals are present in the CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.0
τ1 4.9 4.9
fD1 495 495.19
θ1 0 6.20

Spoofed

a2 0.9 0.93
τ2 5.1 5.1
fD2 505 504.93
θ2 3.14 3.16

Multipath

a3 0.3 0.37
τ3 4.8 4.86
fD3 490 489.77
θ3 1.57 1.76

Table 11: A table showing the input and output parameters of the the
GPS L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 100 ms when 3

signals are present in CCAF measurement space with correlated
measurements. The units are a (unitless), τ (chips), fD (Hz), θ (rad).

IX. CONCLUSION

In this paper, we present a method for decompos-
ing spoofed GNSS Complex Cross Ambiguity Functions
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Fig. 22. Magnitude of the spoofed GPS L1 C/A CCAF for C/N0 =
35 dB-Hz and T = 100 ms when 2 signals are present in the CCAF

measurement space.

Signal Parameter x (true) x̂ (output)

Satellite

a1 1 1.01
τ1 4.9 4.89
fD1 495 495.01
θ1 0 6.25

Spoofed

a2 0.9 0.92
τ2 5.1 5.1
fD2 505 504.89
θ2 3.14 3.14

Multipath

a3 0 0
τ3 0 5.4
fD3 0 502.12
θ3 0 4.39

Table 12: A table showing the input and output parameters of the GPS
L1 C/A CCAF for C/N0 = 35 dB-Hz and T = 100 ms when 2

signals are present in the CCAF measurement space with correlated
measurements. The units are a (unitless), τ (chips), fD (Hz), θ (rad).

(CCAF) into their constituent signals: authentic, spoofed,
and multipath. We demonstrate the critical importance of
using complex cross ambiguity measurements relative to
the magnitude-only approaches utilized in prior work on
spoofing detection. We show that the effects of code cross-
correlation are relatively small, while thermal noise has a
significant impact on signal decomposition performance.
To address this challenge, we introduce a novel CCAF er-
ror decorrelation method aimed at mitigating the influence
of thermal noise. Through numerical experimentation, we
evaluate the performance of our decomposition algorithm
across varying noise levels. Our results indicate that using
decorrelated measurements leads to significantly lower
estimate errors compared to correlated measurements,
underscoring the efficacy of the new approach. Finally,
we demonstrate the potential benefits in CCAF decom-
position performance using extended coherent integration
times to further reduce the effects of thermal noise.

APPENDIX A

PSO ALGORITHM
Let f be the function to be minimized. Generate

n particles randomly with “positions” pi(t) ∈ P and
“velocities” vi(t) ∈ V. In our case, pi(t) is a 12×1 vector
that represents amplitude a, code delay τ , Doppler fre-
quency fD and carrier phase θ for the authentic, spoofed
and multipath signals. For each particle i = 1, 2, . . . , n
positions pi are updated using the following equation:

pi(k + 1) = pi(k) + vi(k + 1) (21)

and each particle moves in the parameter space with
velocities vi based on its own best positions li (i.e., the
parameter vectors corresponding lowest J-value over the
previous and current iterations) and the entire population’s
best position g(k) as shown in Equation (22)

vi(k + 1) = wvi(k) + c1r1 [li(k)− pi(k)]

+ c2r2 [g(k)− pi(k)] .
(22)

When a particle finds a position solution that leads to a
lower cost function value than the previous ones, li gets
updated:

li(k+1) =

{
li(k) f (li(k)) ≤ f (pi(k + 1))

pi(k + 1) f (li(k)) > f (pi(k + 1))
. (23)

If that particle’s position is the best among all other parti-
cles’ positions (i.e., it minimizes the cost function across
all current particles), g is updated based on Equation (24)
and becomes the best global solution of the swarm

g(k + 1) = min {f (li(k)) , f(g(k))} . (24)

The following definitions apply to the equations above.

• r1, r2 are 12 × 1 vectors of uniformly distributed
numbers with U(0, 1) selected independently at each
iteration,

• w is the ‘inertia’ coefficient, and
• c1, c2 are the ‘acceleration’ coefficients.

The inertia coefficient (w) balances exploration and ex-
ploitation. A larger inertia weight facilitates global ex-
ploration, while a smaller inertia weight tends to facil-
itate local exploitation. We want to exploit the CCAF
measurement space within ±0.5 chips of code delay and
±10 Hz of Doppler frequency around the best guess
of the authentic signal, so we choose a smaller inertia
coefficient. The so-called ‘cognitive acceleration coeffi-
cient’ (c1) reflects the particle’s tendency to return to its
own best position. The ‘social acceleration coefficient’
(c2) reflects the particle’s tendency to move towards
the swarm’s best position. In our case, we tuned our
parameters such that the social acceleration coefficient
(c2) is larger than the cognitive acceleration coefficient
(c1) since particles will be more strongly attracted to the
global best position (g) found by the entire swarm and
search in the vicinity of the global best position. The
swarm is likely to converge more quickly to a solution
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because particles will be more focused on moving towards
the global best position. In this work, we selected w, c1,
c2 as 0.5, 1 and 2, respectively.

APPENDIX B

DERIVATION OF THE CCAF COVARIANCE MA-
TRIX
Definitions:

• n(t) is a zero-mean white noise process with power
spectral density of N0/2

• c(t) is a (pseudo)random code (±1) with chip dura-
tion TC

• τ is the code phase delay
• ω ≜ 2πf is the carrier frequency, and
• T ≜ NTC is the coherent averaging time defined

by positive integer N .

The effect of the correlation and averaging operation on
the noise is

n(T, τ, ω) =
1

T

∫ T

0

c(t− τ)n(t)e−jωtdt

= nI(T, τ, ω) + jnQ(T, τ, ω).
(25)

The means of nI(T, τ, ω) and nQ(T, τ, ω) are clearly both
zero because n(t) is zero-mean. However, the covariances
are not so easily determined. We first consider the case
E {nI (T, τ1, ω1)nI (T, τ2, ω2)} with τ2 ≥ τ1, τ2 − τ1 ≤
TC .

E {nI (T, τ1, ω1)nI (T, τ2, ω2)}

= E

{(
1

T

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

n (t1) cos (ω1t1) dt1

)

·

(
1

T

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

n (t2) cos (ω2t2) dt2

)}
(26)

=
1

T 2

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

cos (ω1t1) ·

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

E {n (t1)n (t2)} cos (ω2t2) dt2dt1

(27)

=
1

T 2

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

cos (ω1t1) ·

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

N0

2
δ (t1 − t2) cos (ω2t2) dt2dt1

(28)

=
N0

2T 2

N−1∑
n=0

∫ (n+1)TC+τ1

nTC+τ2

cos (ω1t1) cos (ω2t1) dt1

(29)

=
N0

4T 2

N−1∑
n=0

{
sin ((ω1 − ω2) t)

ω1 − ω2

∣∣∣∣(n+1)TC+τ1

nTC+τ2

+
sin ((ω1 + ω2) t)

ω1 + ω2

∣∣∣∣(n+1)TC+τ1

nTC+τ2

} (30)

E {nI (T, τ1, ω1, )nI (T, τ2, ω2, )}

=
N0

4T 2

N−1∑
n=0

{[
sin ((ω1 − ω2) ((n+ 1)TC + τ1))

ω1 − ω2

− sin ((ω1 − ω2) (nTC + τ2))

ω1 − ω2

]
+

[
sin ((ω1 + ω2) ((n+ 1)TC + τ1))

ω1 + ω2

− sin ((ω1 + ω2) (nTC + τ2))

ω1 + ω2

]}
(31)

We now simplify notation on the left side by defining

E
{
nI(T )

2
1,2

}
≜ E {nI (T, τ1, ω1, )nI (T, τ2, ω2, )} ,

(32)
and break the right side into multiple parts,

E
{
nI(T )

2
1,2

}
=

N0

2T 2

N−1∑
n=0

[
A−B

ω1 − ω2
+

C −D

ω1 + ω2

]
, (33)

which allows us to use the following known result for the
summation of a finite trigonometric series:
N−1∑
n=0

sin (a1 + bn) =
sin(Nb/2)

sin(b/2)
sin (a1 + (N − 1)b/2).

(34)
For term A we have

a1 = (ω1 − ω2) (TC + τ1)

b = (ω1 − ω2)TC
so that

A =

N−1∑
n=0

sin (a1 + bn)

=
sin ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)
·

sin ((ω1 − ω2) (TC + τ1) + (ω1 − ω2) (N − 1)TC/2)

=
sin ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)
sin ((ω1 − ω2) (T/2 + TC/2 + τ1)) .

For B,
a2 = (ω1 − ω2) τ2

b = (ω1 − ω2)TC

B =

N−1∑
n=0

sin (a2 + bn)

=
sin ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)
·

· sin ((ω1 − ω2) τ2 + (ω1 − ω2) (N − 1)TC/2)

=
sin ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)

· sin ((ω1 − ω2) (T/2− TC/2 + τ1))
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Similarly, for C and D, we need only replace (ω1 − ω2)
with (ω1 + ω2) in the results for A and B, respectively:

C =

N−1∑
n=0

sin (c1 + dn) =
sin ((ω1 + ω2)T/2)

sin ((ω1 + ω2)TC/2)

· sin ((ω1 + ω2) (T/2 + TC/2 + τ1)) ,

D =

N−1∑
n=0

sin (c2 + dn) =
sin ((ω1 + ω2)T/2)

sin ((ω1 + ω2)TC/2)

· sin ((ω1 + ω2) (T/2 + TC/2 + τ1)) .

Bringing all the parts back together, we obtain

E
{
nI(T )

2
1,2

}
=

N0

4T 2

{
1

ω1 − ω2

sin ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)

· [sin ((ω1 − ω2) (T/2 + TC/2 + τ1))

− sin ((ω1 − ω2) (T/2− TC/2 + τ2))]

+
1

ω1 + ω2

sin ((ω1 + ω2)T/2)

sin ((ω1 + ω2)TC/2)

· [sin ((ω1 + ω2) (T/2 + TC/2 + τ1))

− sin ((ω1 + ω2) (T/2− TC/2 + τ2))]

}
.

(35)
Knowing that T ≫ TC , |τ1|, and |τ2|, and for δX/X̄ ≪ 1,

sin(αX + β) ≈ sin(αX̄ + β) + α cos(αX̄ + β)δX,

we can express the last result as

E
{
nI(T )

2
1,2

}
=

N0

8T

{
sinc ((ω1 − ω2)T/2)

sin ((ω1 − ω2)TC/2)

· [(ω1 − ω2) cos ((ω1 − ω2)T/2) (TC + τ1 − τ2)]

+
sinc ((ω1 + ω2)T/2)

sin ((ω1 + ω2)TC/2)

· [(ω1 + ω2) cos ((ω1 + ω2)T/2) (TC + τ1 − τ2)]

}
(36)

E
{
nI(T )

2
1,2

}
=

N0

4T

{
sinc ((ω1 − ω2)T/2)

sinc ((ω1 − ω2)TC/2)

·
[
cos ((ω1 − ω2)T/2)

(
1− τ2 − τ1

TC

)]
+

sinc ((ω1 + ω2)T/2)

sinc ((ω1 + ω2)TC/2)

·
[
cos ((ω1 + ω2)T/2)

(
1− τ2 − τ1

TC

)]
(37)

Knowing that |ω1 ± ω2|TC/2 ≪ 1, we also know that
sinc ((ω1 ± ω2)TC/2) ≈ 1, and therefore

E
{
nI(T )

2
1,2

}
=

N0

2T

(
1− τ2 − τ1

TC

)
· {sinc ((ω1 − ω2)T/2) cos ((ω1 − ω2)T/2)

+ sinc ((ω1 − ω2)T/2) cos ((ω1 + ω2)T/2)}

(38)

Now using the following identities,

sincx cosx =
sinx

x
cosx =

sin 2x

2x
= sinc 2x

we can write

E
{
nI(T )

2
1,2

}
=

N0

2T

(
1− τ2 − τ1

TC

)
{sinc ((ω1 − ω2)T ) + sinc ((ω1 + ω2)T )} .

(39)

Recall that at the outset, we assumed that τ2 ≥ τ1, so
in the opposite case we may simply interchange the two.
The general result may then be expressed simply as

E {nI (T, τ1, ω1)nI (T, τ2, ω2)} =
N0

2T

(
1− |τ2 − τ1|

TC

)
· {sinc ((ω1 − ω2)T ) + sinc ((ω1 + ω2)T )} .

(40)
Following the same process, we can show that

E {nQ (T, τ1, ω1)nQ (T, τ2, ω2)} =
N0

2T

(
1− |τ2 − τ1|

TC

)
· {sinc ((ω1 − ω2)T )− sinc ((ω1 + ω2)T )} ,

(41)
and

E {nI (T, τ1, ω1)nQ (T, τ2, ω2)}
= E {nQ (T, τ1, ω1)nI (T, τ2, ω2)}

= −N0

2T

(
1− |τ2 − τ1|

TC

)
· {sinc ((ω1 − ω2)T/2) sin ((ω1 − ω2)T/2)

+ sinc ((ω1 + ω2)T/2) sin ((ω1 + ω2)T/2)}
(42)
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